CHARACTERIZATION OF BIRKHOFF’S CONDITIONS
BY MEANS OF COVER-PRESERVING AND PARTIALLY
COVER-PRESERVING SUBLATTICES

Abstract
In the paper we investigate Birkhoff’s conditions (Bi) and (Bi∗). We prove that a discrete lattice L satisfies the condition (Bi) (the condition (Bi∗)) if and only if L is a 4-cell lattice not containing a cover-preserving sublattice isomorphic to the lattice $S_7^*$ (the lattice $S_7$). As a corollary we obtain a well known result of J. Jakubík from [6].

Furthermore, lattices $S_7$ and $S_7^*$ are considered as so-called partially cover-preserving sublattices of a given lattice $L$, $S_7 \ll L$ and $S_7^* \ll L$, in symbols. It is shown that an upper continuous lattice $L$ satisfies (Bi∗) if and only if $L$ is a 4-cell lattice such that $S_7 \not\ll L$. The final corollary is a generalization of Jakubík’s theorem for upper continuous and strongly atomic lattices.
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1. Preliminaries

Standard lattice-theoretic notions can be found in [1]. For the reader’s convenience we will recall basic notions and facts. Let $L$ be an arbitrary lattice. If $x, y \in L$ such that $x \leq y$, then the set $[x, y]_L = \{ z \in L : x \leq z \leq y \}$ is called an interval in $L$. If $L$ is fixed, we write $[x, y]$ instead of $[x, y]_L$. Clearly, any interval in $L$ is a sublattice of $L$. Moreover, let $\langle x, y \rangle = [x, y] \setminus \{ x, y \}$. If $\langle x, y \rangle = \emptyset$ we then write $x \prec y$ (x is covered by y).
A lattice $C$ is called a cell (see [9, 8]) if and only if there are two different points $v, u \in C$ and chains $C_1, C_2 \subseteq C$ such that:

(a) $C_1 \cap C_2 = \{v, u\}, \quad C = C_1 \cup C_2 \neq \{v, u\},$

(b) $(\forall x \in C_1 \setminus \{v, u\})(\forall y \in C_2 \setminus \{v, u\})(x \lor y = u \quad \& \quad x \land y = v)$.

Finite cells are denoted by $C_{m,n}$ (see Figure 1). Obviously $C_{m,n}$ and $C_{n,m}$ are isomorphic. The lattice $C_{3,3}$, usually denoted by $B_2$, is the four-element Boolean lattice. We call it an improper cell; the remaining cells are said to be proper. The proper cell $C_{3,4}$ is called the pentagon and it is denoted by $N_5$.

We say that $C$ is a cell sublattice of a lattice $L$ if

(c) $C$ is a sublattice of $L$,

(d) $C$ is a cell as a lattice,

(e) chains $C_1, C_2$ are maximal in the interval $[v, u]_L$.

If a lattice $L$ has the following property:

\[
\text{every cell of } L \text{ is isomorphic to } B_2,
\]

we then say that $L$ is a 4-cell lattice (see [5]). The examples of 4-cell lattices are: $B_2, S_7, S_7^*$, the first and the second lattice presented in Figure 6.

We write $M < L$ if $M$ is a sublattice of $L$. A sublattice $M$ of a lattice $L$ is called cover-preserving (see [3]), $M \prec L$ in symbols, if $x \prec y$ in $M$ implies $x \prec y$ in $L$, for all $x, y \in M$. For instance, $N_5$ is a sublattice, but it is not a cover-preserving sublattice of $S_7$. It is also clear that cell sublattices are cover-preserving sublattices.

For purposes of our research we consider lattices $S_7$ and $S_7^*$ as “partially cover-preserving sublattices”: we write $S_7 \ll L$ if $a \prec u$ and $b \prec u$ in $L$.

Fig. 1. From left to right: lattices $C_{m,n}$, $C_{3,4}$ (i.e. $N_5$), $S_7$ and $S_7^*$. 
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(see the second picture in Figure 2, where double lines denote the covering relation), and dually, \( S_7 \approx L \) if \( u \prec a \) and \( u \prec b \) in \( L \).

\[
\begin{array}{ccc}
\text{Fig. 2. From left to right: } S_7 < L, S_7 \ll L \text{ and } S_7 \prec L.
\end{array}
\]

A lattice \( L \) is said to be \textit{modular} if \( x \leq z \) implies \( x \lor (y \land z) = (x \lor y) \land z \), for all \( x, y, z \in L \). Modularity is one of the most important concepts in lattice theory. It was introduced by R. Dedekind in 1900 as a property of the structure of all normal subgroups of a given group (see \[1, \S 9.6\]). The famous characterization given by Dedekind states that a lattice \( L \) is modular if and only if \( L \) does not contain a sublattice isomorphic to \( N_5 \).

A number of conditions weaker than modularity are considered in the literature (see \[11, 10\]). In this paper we are focused on so-called \textit{Birkhoff’s conditions}:

\[
\begin{align*}
(\forall x, y \in L) (x \land y \prec x, y \Rightarrow x, y \prec x \lor y), & \quad (\text{Bi}) \\
(\forall x, y \in L) (x, y \prec x \lor y \Rightarrow x \land y \prec x, y), & \quad (\text{Bi}^*)
\end{align*}
\]

and closely related to them \textit{semimodularity conditions}:

\[
\begin{align*}
(\forall x, y \in L) (x \land y \prec x \Rightarrow y \prec x \lor y), & \quad (\text{Sm}) \\
(\forall x, y \in L) (y \prec x \lor y \Rightarrow x \land y \prec x). & \quad (\text{Sm}^*)
\end{align*}
\]

It is a trivial fact that modularity implies all preceding conditions, and moreover, \((\text{Sm})\) implies \((\text{Bi})\), and \((\text{Sm}^*)\) implies \((\text{Bi}^*)\). The converses of these implications are not true in general: the second lattice presented in Figure 6 satisfies \((\text{Bi})\) but violates \((\text{Sm})\). Moreover, if \( L \) satisfies \((\text{Bi})\), then \( S_7 \not< L \), and all the more \( S_7 \not< L \), but not necessarily \( S_7 \not< L \) (see Figure 3). Dually, if \( L \) satisfies \((\text{Bi}^*)\), then \( S_7 \not< L \), but not necessarily \( S_7 \not< L \). It is also clear that proper cells \( C_{m,n} \) violate both Birkhoff’s conditions.
For finite lattices we have the following classical result:

**Proposition 1.** If \( L \) is a finite lattice, then:

(i) \((Sm)\) is equivalent to \((Bi)\), and \((Sm^*)\) is equivalent to \((Bi^*)\),

(ii) modularity is equivalent to the conjunction of \((Sm)\) and \((Sm^*)\),

(iii) modularity is equivalent to the conjunction of \((Bi)\) and \((Bi^*)\).

For the proof see [4, Chapter IV.2] or [12, Chapter 19]. Since the proof of Proposition 1 is inductive, the analogous theorem is true for lattices of finite length (i.e. there is a natural number \( n \) such that every chain has at most \( n \) elements) and discrete ones (i.e. every bounded chain is finite).

![Fig. 3. The 4-cell lattice which satisfies (Bi) and contains a sublattice \( S^*_7 \).](image_url)

An important extension of Proposition 1 requires further notions. A lattice \( L \) is called **upper continuous** if \( L \) is complete and for every element \( x \in L \) and every chain \( C \subseteq L \) holds

\[
x \land \bigvee C = \bigvee \{ x \land c : c \in C \}.
\]

(UC)

A lattice \( L \) is called **strongly atomic** if

\[
(\forall x, y \in L)(x < y \Rightarrow (\exists z \in L)(x \prec z \leq y)).
\]

(SA)

Lattices of finite length are strongly atomic and upper continuous. On the other hand, discrete lattices are strongly atomic, and complete discrete lattices are upper continuous. Moreover, (UC) is a generalization of the

\[^1\]Some authors use the term “a lattice of locally finite length”, see [11, p. 60] or [6].
ascending chain condition, ACC (i.e. there is no infinite ascending chain), and (SA) is a generalization of the descending chain condition, DCC (i.e. there is no infinite descending chain).

**Proposition 2.** If \( L \) is an upper continuous and strongly atomic lattice, then:

(i) ([2, Theorem 3.7]) \((Sm)\) is equivalent to \((Bi)\),
(ii) ([2, Theorem 3.6]) modularity is equivalent to the conjunction of \((Sm)\) and \((Sm^*)\),
(iii) ([7, Proposition 4]) modularity is equivalent to the conjunction of \((Bi)\) and \((Bi^*)\).

Although the preceding theorems (i) and (ii) are originally formulated for compactly generated (i.e. algebraic) and strongly atomic lattices, their proofs use upper continuity and strong atomicity only (see [11, p. 39]). Note also that upper continuity and strong atomicity do not imply algebraicity (see [10, p. 338]).

**Problem 1.** Do \((UC)\), \((SA)\) and \((Bi^*)\) imply \((Sm^*)\)?

2. **Birkhoff’s conditions in discrete lattices**

**Theorem 1.** If \( L \) is a discrete lattice, then the following conditions are equivalent:

(i) \( L \) satisfies \((Bi)\),
(ii) \( L \) is a 4-cell lattice and \( S^*_7 \not≺ L \).

**Proof:** (i) \(\Rightarrow\) (ii). The implication is trivial.

(ii) \(\Rightarrow\) (i). Assume that \( L \) is a 4-cell lattice such that \( S^*_7 \not≺ L \), and suppose to the contrary that there are \( a, b \in L \) which violate the condition \((Bi)\). Since \( L \) is discrete, the induction principle allows us to assume that every proper interval of \( [a \land b, a \lor b] \) satisfies \((Bi)\). Put \( u = a \land b \), \( v = a \lor b \), and without loss of generality assume that \( a \not≺ v \). Then there is \( d \in L \) such that \( a < d ≺ v \), and clearly \( d \land b = u \) (2.1).

Now observe that \( b \not≺ v \). Indeed, if \( b ≺ v \), then taking arbitrary chain \( C \) maximal in \( [a, d] \), by (2.1), we achieve a proper cell \( \{u, a, b, d, v\} \cup C \);
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Therefore, there exists $e \in L$ such that $b < e < v$, and similarly as before:

$$e \land a = u. \quad (2.2)$$

Put $c = d \land e$ and note that $c > u$ (see the first picture in Figure 4).

![Figure 4](image)

**Fig. 4.** The illustration of the proof of Theorem 4.

By our general assumption, the interval $[u, c]$ contains only finite chains. Fix a maximal one such that:

$$u = u_0 \prec u_1 \prec u_2 \prec \ldots \prec u_k \prec u_{k+1} = c,$$

and moreover define $a_i = a \lor u_i$ for $i = 0, \ldots, k + 1$. By induction on $i$ we will show that:

$$u_i = a_i \land u_{i+1} \prec a_i, u_{i+1}. \quad (2.3)$$

For $i = 0$ we have $u_0 = u$, $a_0 = a$, so we easily get $u_0 = a_0 \land u_1 \prec a_0, u_1$.

As the induction hypothesis, assume (2.3) (see the second picture in Figure 4). Since the interval $[u, d]$ is properly contained in $[u, v]$, it satisfies (Bi), therefore we obtain $a_i, u_{i+1} \prec a_i \lor u_{i+1} = a_{i+1}$. In particular, since $u_{i+1} \prec a_{i+1}$ we achieve $a_{i+1} \land u_{i+2} = u_{i+1}$, so finally

$$u_{i+1} = a_{i+1} \land u_{i+2} \prec a_{i+1}, u_{i+2},$$

and the proof of (2.3) is complete.
By (2.3), for \( i = k \), we have \( u_k = a_k \land c \prec a_k \lor c \), therefore once again by (Bi) we get
\[
a_k \land c \prec a_k \lor c. \tag{2.4}
\]
Similarly defining \( b_i = b \lor u_i \) and using the parallel argument we achieve
\[
u_k = b_k \land c \prec b_k \lor c \quad \text{and} \quad b_k \lor c \prec b_k \lor c. \tag{2.5}
\]
Now, by (4-cell) it follows that \( a_k \lor c = d \) and \( b_k \lor c = e \) (see the third picture in Figure 4), and therefore, \( S_7^* \cong \{u_k, a_k, c, b_k, d, e, v\} \prec L \). This contradiction completes the proof.

The proof of Theorem 1 can be easily dualized, therefore we get:

**Theorem 2.** If \( L \) is a discrete lattice, then the following conditions are equivalent:

(i) \( L \) satisfies (Bi*),
(ii) \( L \) is a 4-cell lattice and \( S_7 \not\prec L \).

![Diagram](image)

**Fig. 5.** The considered conditions in the class of discrete lattices.

As a corollary of Theorems 1 and 2 we achieve a result of J. Jakubík:

**Corollary 1 ([6]).** If \( L \) is a discrete lattice, then the following conditions are equivalent:
(i) $L$ is a modular lattice,
(ii) $L$ is a 4-cell lattice and $S_7 \nsubseteq L$ and $S_7^* \nsubseteq L$.

The interrelationships between considered conditions in the class of discrete lattices are visualized in Figure 5.

3. Birkhoff’s conditions in upper continuous and strongly atomic lattices

In this section we are interested in a generalization of results from Section 2. Unfortunately, even in the “well behaved” class of upper continuous and strongly atomic lattices the implication (ii) $\Rightarrow$ (i) of Theorem 1 is false—the first lattice presented in Figure 6 is an appropriate counterexample.

Fig. 6. From left to right: (a) The 4-cell lattice satisfying (UC), (SA), and $S_7^* \nsubseteq L$ but violating (Bi). (b) The 4-cell lattice satisfying $S_7^* \nsubseteq L$ but violating (Sm). (c) The lattice which satisfies (Bi) and (UC) but violates (4-cell).

However, replacing the assumption $S_7^* \nsubseteq L$ by $S_7^* \nsubseteq L$, we obtain the following general theorem:

**Theorem 3.** If $L$ is a 4-cell lattice and $S_7^* \nsubseteq L$, then $L$ satisfies (Bi).

**Proof:** Suppose to the contrary that $L$ does not satisfy (Bi), so there are $a, b \in L$ which violate (Bi). Put $u = a \land b$ and $v = a \lor b$; without loss of generality we assume that $(a, v) \neq \emptyset$ (see Figure 7).

---

2There is a misprint in the original formulation of the theorem in [6]: instead of “sublattice” should be “c-sublattice” (i.e. “cover-preserving sublattice”).
By the Axiom of Choice, there exists a maximal chain $C_1$ in the interval $(a, v)$. Since $u \prec b$ we easily show that:

$$\forall x \in C_1)(x \wedge b = u). \quad (3.1)$$

Supposing $b \prec v$ by (3.1) we obtain a proper cell $\{u, a, b, v\} \cup C_1$, which contradicts the assumption of the theorem. Hence $(b, v) \neq \emptyset$, and therefore the Axiom of Choice provides that there exists a maximal and non-empty chain $C_2$ contained in $(b, v)$. Clearly there are $d \in C_1$ and $e \in C_2$ such that $d \wedge e > u$ (otherwise, $\{u, a, b, v\} \cup C_1 \cup C_2$ would be a proper cell).

Put $c = d \wedge e$, $d_1 = a \lor c$, and $e_1 = b \lor c$. Clearly $a < d_1 < v$ and $b < e_1 < v$. Now observe that

$$d_1 \wedge e_1 = c \quad \text{and} \quad c < d_1 \quad \text{and} \quad c < e_1. \quad (3.2)$$

Indeed, $c \leq d_1 \wedge e_1$ since $c \leq d_1$ and $c \leq e_1$. On the other hand $d_1 \leq d$ and $e_1 \leq e$, therefore $d_1 \wedge e_1 \leq d \wedge e = c$. Now supposing for instance $c = d_1$ we have $c = a \lor e$ i.e. $a \leq c$, so $a \lor b \leq c \lor b < v$ which is impossible.

Finally, we obtain $S^*_7 \cong \{u, a, b, c, d_1, e_1, v\} \ll L$--a contradiction.

**Fig. 7.** The illustration of the proof of Theorem 3

Let us notice that the premises of Theorem 3 do not imply the condition (Sm) (see the second lattice in Figure 6). Furthermore, there arises a problem under which assumptions the converse of Theorem 3 is true. Obviously, if $L$ satisfies (Bi), then $S^*_7 \not\ll L$. On the other hand, the implication

$$(\text{Bi}) \Rightarrow (\text{4-cell})$$
which was trivially valid for discrete lattices, it turns out a difficult problem for “properly infinite” lattices.

**Remark 1.**

(i) \((Bi)\) and \((UC)\) do not imply \((4\text{-cell})\).

(ii) \((Bi)\) and \((SA)\) do not imply \((4\text{-cell})\).

**Proof:** Ad (i). The third lattice in Figure 6 is a suitable counterexample.

Ad (ii). Let \(Z^* = \mathbb{Z} \smallsetminus \{0\}\), \(Z^+ = \{1, 2, 3, \ldots\}\), \(Z^- = \{-1, -2, -3, \ldots\}\) and \(\text{Fin}(Z^*) = \{X \subseteq Z^* : X \text{ is finite}\}\). Consider the set \(L\) defined as follows:

\[
L = \mathcal{P}(Z^+) \cup \mathcal{P}(Z^-) \cup \text{Fin}(Z^*) \cup \{Z^*\},
\]

and operations:

\[
X \wedge Y = X \cap Y, \quad \text{and} \quad X \vee Y = \begin{cases} X \cup Y & \text{if } X \cup Y \in L \\ Z^* & \text{otherwise} \end{cases},
\]

for all \(X, Y \in L\) (see Figure 8). It is easy to see that the algebra \((L, \vee, \wedge)\) is a lattice which satisfies \((Bi)\) and \((SA)\). However it is not a 4-cell lattice. Indeed, put \(C_n = Z^+ \smallsetminus \{1, 2, 3, \ldots, n\}\) and \(D_n = Z^- \smallsetminus \{-1, -2, -3, \ldots, -n\}\), for every \(n \geq 1\). Then it is easy to verify that

\[
C = \{C_1, C_2, C_3, \ldots\}, \quad D = \{D_1, D_2, D_3, \ldots\}.
\]

are maximal chains in \(\langle \emptyset, Z^+ \rangle\) and \(\langle \emptyset, Z^- \rangle\), respectively. Hence \(C \cup D \cup \{\emptyset, Z^*\}\) is an infinite cell in \(L\).

**Problem 2.** Do \((Bi)\), \((UC)\) and \((SA)\) imply \((4\text{-cell})\)?

**Corollary 2.** If \(L\) is a 4-cell lattice, then the following conditions are equivalent:

(i) \(L\) satisfies \((Bi)\),

(ii) \(S^*_L \not\subseteq L\).

Now, let us consider the condition \((Bi^*)\). Clearly, the proof of Theorem \(\text{3}\) can be dualized, therefore we get:
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**Theorem 4.** If \( L \) is a 4-cell lattice and \( S_7 \not\preccurlyeq L \), then \( L \) satisfies \((Bi^*)\).

Similarly as before, if \( L \) satisfies \((Bi^*)\), then \( S_7 \not\preccurlyeq L \). It is also obvious that \((Bi^*)\) does not imply \(4\text{-}cell\): as a counterexample consider the lattice which is dual to the third lattice presented in Figure 6. However we have:

**Theorem 5.** \((Bi^*)\) and \((UC)\) imply \(4\text{-}cell\).

**Proof:** Suppose that \( C = C_1 \cup C_2 \) is a proper cell of \( L \) with the least element \( v \) and the greatest element \( u \). Consider the two following cases:

**Case 1.** If \( C_1 \setminus \{u\} \) and \( C_1 \setminus \{u\} \) contain maximal elements, \( m_1 \) and \( m_2 \) respectively, then \( m_1, m_2 \prec u \), so \((Bi^*)\) provides \( v = m_1 \land m_2 \prec m_1, m_2 \), which means that \( C \) is isomorphic to \( B_2 \) — a contradiction with the hypothesis.

**Case 2.** Assume that \( C_1 \setminus \{u\} \) has no maximal element, we easily prove \( \bigvee (C_1 \setminus \{u\}) = u \) (the lattice is complete since it is upper continuous). Now choosing arbitrary \( a \in C_2 \setminus \{v, u\} \) and applying \((UC)\) we get a contradiction:

\[
a = a \land u = a \land \bigvee (C_1 \setminus \{u\}) = \bigvee \{a \land x : x \in C_1 \setminus \{u\}\} = v.
\]

\[\square\]
Corollary 3. If $L$ is an upper continuous lattice, then the following conditions are equivalent:

(i) $L$ satisfies $(Bi^*)$,

(ii) $L$ is a 4-cell lattice and $S_7 \not< L$.

Corollary 4. If $L$ is an upper continuous and strongly atomic lattice, then the following conditions are equivalent:

(i) $L$ is modular,

(ii) $L$ is a 4-cell lattice and $S_7 \not< L$ and $S_7^\ast \not< L$.

Proof: (i) $\Rightarrow$ (ii). The implication is trivial.

(ii) $\Rightarrow$ (i). By assumptions and Theorems 3 and 4, the lattice $L$ satisfies $(Bi)$ and $(Bi^*)$, therefore by Proposition 2 (iii) $L$ is modular.

The interrelationships between considered conditions in the class of upper continuous and strongly atomic lattices are visualized in Figure 9.

Fig. 9. The considered conditions in the class of upper continuous and strongly atomic lattices.

Acknowledgement. I am grateful to anonymous referees for their important remarks.
References


Department of Logic and Methodology of Sciences
University of Wrocław, Poland
lazarzmarcin@poczta.onet.pl